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ABSTRACT

This study investigates the likelihood of time to bank failures in the US between 2001 and April 2023, based on data collected from the Federal Deposit Insurance Corporation's report on "Bank Failures in Brief - Summary 2001 through 2023". The dataset includes 564 instances of bank failures and several variables that may be related to the likelihood of such events, such as asset amount, deposit amount, ADR, deposit level, asset level, inflation rate, short-term interest rates, bank reserves, and GDP growth rate. We explore the efficacy of machine learning survival models in predicting bank failures and compare the performance of different models. Our findings shed light on the factors that may influence the probability of bank failures with a time perspective and provide insights for improving risk management practices in the banking industry.
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1. Introduction

The forecast of company failure is important in both economics and society. Bankruptcies cause a breach in the business environment’s stability, making estimating the sustainability of partners, clients, and financial institutions a particularly difficult and crucial problem for business players.

There is now a large number of bankruptcy prediction models (see M.A. Aziz et al., 2006; H.A. Alaka et al., 2017), however virtually all of them are classification based, which means they may estimate the posterior probability that a certain business would fail based on its financial features. The estimated time to failure is not expressly considered. For example, if a classification model is based on data collected one year prior to failure, the model’s output is the posterior probability that a certain business would fail within one year. Decisions based on this probability may not be made in time to avert a failure that occurs in much less than a year.

A survival analysis, on the other hand, is concerned with the time of occurrence of the event of interest. Despite its prevalence in the medical and technological disciplines, survival analysis is seldom used to forecast financial failure. In their assessment of bankruptcy prediction models, Aziz and Dar (2006) included 12 kinds of classification models (ranging from discriminant analysis and logit to case-based reasoning, neural networks, and rough sets), but did not discuss survival analysis. According to this publication, the most often used approaches are multiple discriminant analysis and logistic regression; these two models account for more than half of the papers assessed. A 2018 study from H.A. Alaka at al. identified eight common technologies, including two statistical approaches (multiple discriminant analysis and logistic regression) and six machine learning models.

As a result, we may infer that survival analysis is not a primary focus of financial failure prediction experts. Our research aims to assess the usefulness of survival analysis (SA) to bankruptcy prediction. SA models and classification approaches are classified into two types: statistical and machine learning based. Statistical SA models originally debuted in the early 1970s, whereas machine learning SA models are the outcome of contemporary research. A large body of research confirms that machine learning models outperform statistical models in classification and regression tasks, particularly in classification-based bankruptcy prediction (see F. Barboza, et al., 2017). Several articles offer similar findings on the superiority of machine learning technologies in different areas of survival analysis.

Despite these findings, most writers of bankruptcy prediction approaches, especially when using SA, use the most basic statistical models (see A. Beretta, et al., 2018; R.C. Cox, et al., 2017).

In this paper, we innovate analyzing the results of our survival-ensemble-machine-learning-models comparison and the economic interpretation of these results. Our analysis focuses on the performance of different models in predicting time to bank failures using a set of relevant variables. Specifically, we compare the predictive power of several machine learning survival models, including the Kernel SVM, DeepSurv, Survival Random Forest and MTLR models. To compare the different machine learning algorithms, we use the concordance index (C-index)

Our goal is to identify which model provides the most accurate and informative predictions of time to bank failures and to interpret the economic significance of the model’s results. To do so, we consider the significance and magnitude of the estimated coefficients for each variable in the model and compare these results to economic theory and intuition.

By analyzing the results of our model comparison and the economic interpretation of these results, we hope to provide insights into the factors that contribute to bank failures and to provide a better understanding of how different models can be used to predict these failures.

The remainder of the paper is structured as follows. Following a theoretical perspective on the address of different statistical models used to analyze the probability of bank failure. This analysis shows how the statistical tools have advanced in the study of banks bankruptcy. One of these new questions that arise in bank failure analysis is related to the probability of survival, the need to understand the time until bankruptcy becomes critical. That is
why this section advances with we conduct a short survey of papers that use survival analysis to solve the financial collapse issue. Following that, we describe the empirical analysis section, which includes the models used, the data source, and the evaluation metrics.

We then present the results of the analysis, including a comparison of the different models, and we discuss the economic perspective of our findings. Finally, we conclude the paper by summarizing the key findings and their implications for future research and policymaking.

Overall, our study contributes to the literature on the use of survival analysis in finance and provides insights into the factors that drive financial collapses, which can help policymakers to design more effective regulations to prevent such events from occurring in the future.

2. Theoretical perspective

Signals reflecting a company's operational state may disclose symptoms of financial difficulty, which can subsequently be incorporated into prediction models. Beaver (1966) was the first to use financial ratios to forecast bankruptcy, and financial ratios have been the most important piece of information in financial distress prediction for decades (Altman, 1968; Ohlson, 1980).

Market-based knowledge may provide us with a timely forecast; that is, on the premise of efficient markets, the market price incorporates all future viewpoints (Bharath & Shumway, 2008; Merton, 1974). Corporate governance (Li, Crook, Andreeva, & Tang, 2021; Platt & Platt, 2002), corporate efficiency (Li, Crook, & Andreeva, 2017; Paradi, Asmild, & Simak, 2004), external resource considerations (Hu & Ansell, 2007), and macroeconomic issues are all elements to examine (Duffie, Saita, & Wang, 2007; Tinoco & Wilson, 2013).

Furthermore, in recent years, unstructured data has received a lot of attention in business research. Mai, Tian, Lee, and Ma (2019) utilized textual data, and Hosaka (2019) used picture data created from financial documents to forecast company bankruptcy using convolutional neural networks in information extraction. Bankruptcy and financial distress prediction research has used statistical analysis and data mining approaches to improve decision-making tools (Yang, You, & Ji, 2011). Altman (1968) was the first to apply multiple discriminant analysis (MDA), which was then expanded upon by Deakin (1972), Edmister (1972), and others.

Later, logistic regression (or Logit) substituted the Z-score because it may provide probabilistic findings (Martin, 1977; Ohlson, 1980), which became a Basel II criterion. Machine learning algorithms have been appearing in the literature since the latter decade of the twentieth century: Jabur (2023), Tam and Kiang (1992) and Lacher, Coats, Sharma, and Fant (1995) employed neural networks to categorize both bankrupted and non-bankrupted listed companies.

There are other innovative algorithms, including genetic algorithms (Back, Laitinen, & Sere, 1996), rough sets (Dimitras, Slowinski, Susmaga, & Zopounidis, 1999; Li, Wang, & Deng, 2008; Wang & Li, 2007), decision trees (Geng, Bose, & Chen, 2015), support vector machines (Hua, Wang, Xu, Zhang, & Liang, 2007; Min & Lee, 2005), and many hybrid and ensemble models such as Henriques et al. (2020), Choi, Son, & Kim (2018), du Jardin (2017), and Sun et al (2011).

Another kind of algorithm is mathematical programming. Data envelopment analysis (DEA) is a nonparametric approach for comparing companies and calculating relative efficiency based on the distance to the optimal frontier. Paradi et al. (2004), Cielen, Peeters, & Vanhoof (2004), Li, Crook, & Andreeva (2014), Li et al. (2017), and others have used DEA to forecast bankruptcy and financial difficulty. Altman, Marco, and Varetto (1994), Balcaen and Ooghe (2006), Kumar and Ravi (2007), and Verikas, Kalsyte, Bacauskiene, and Gelzinis (2007) evaluated the debates of several models (2010). While the preceding strategies represent financial hardship as a classification issue, a survival analysis methodology is concerned with the event's timing as well as its occurrence.

Survival analysis may also benefit from time-varying variables and censoring in modeling, making it preferable
to static classification methods. Lane, Looney, and Wansley (1986) were the first to utilize the Cox proportional hazard model to forecast bank collapse. Cox proportional hazard models were employed by Luoma and Laitinen (1991) to forecast the failure of Finnish industrial and retail enterprises, although they were shown to be somewhat inferior to both discriminant and logit analysis.

Shumway (2001) creates a discrete-time bankruptcy hazard model that incorporates both accounting and market data. The discrete hazard model was used by Chava and Jarrow (2004), Carling, Pan, Ariyan, Narayan, and Truini (2007), Leong, Nguyen, Meredith, et al. (2008), and Leonardis & Rocci (2009) because of the benefits in parameter calculation and the type of variables reported regularly for companies (2008).

When compared to discriminant analysis and logistic regression in terms of prediction accuracy, Gepp and Kumar (2008) discovered that the Cox model was similar at equal misclassification costs but worse in adjusting to greater Type I error costs. Kristanti and Herwany (2017) discovered good findings using survival analysis on troubled enterprises in Indonesia. Recurrent event data are often used in medical research, most notably in the study of epilepsy, asthma, heart attacks, and hospital stays (Clayton, 1994). Within-subject correlation is a key feature of recurrent event data, in which one event raises or reduces the chance of following occurrences (Box-Steffensmeier & Boef, 2006).

Traditional statistical methods, such as logistic regression and Cox proportional hazards regression, either ignore the presence of recurring events or fail to account for within-subject correlation, resulting in an incorrect estimation of standard errors and a deviation from the original research question (Twisk, Smidt, & de Vente, 2005). Many approaches for analyzing recurring occurrences that incorporate all available information and within-subject correlations have been offered. Marginal intensity approaches, based on various definitions of risk sets, allow all cases to be at risk for each repeated event (Wei, Lin, & Weissfeld, 1989), whereas conditional intensity models are estimated in elapsed time or gap time, and cases are designated at risk for the kth repeated event only after experiencing the (k-1)th event (Andersen & Gill, 1982; Chang & Wang, 1999; Prentice, Williams, & Peterson, 1981).

The recurring occurrences in the Andersen-Gill (AG) model (Andersen & Gill, 1982) are considered to be ordered but have an equal chance of happening. The Prentice, Williams, and Peterson (PWP) model (Prentice et al., 1981) assumes that a person is not at risk for a future occurrence until the preceding event occurs. Even though there is considerable literature on modeling recurrent events using the PWP model in the fields of medical (e.g., Ejoku, Odhiambo, & Chaba, 2020; Moulton & Dibley, 1997; Pea, Slate, & González, 2007; Pfennig et al., 2010), consumer behavior (Bijwaard, Franses, & Paap, 2006), and product or equipment reliability (e.g., 1983; Jiang, Landers, & Reed Rhoads, 2006).

There are just a few studies in corporate finance. Parker, Peters, and Turetsky (2005), for example, employed the Cox and PWP models to examine the influence of corporate governance characteristics on the recurrent going-concern evaluations performed by auditors on failing enterprises. Wang and Carson (2010) used the PWP model to examine insurers’ recurrent rating shifts. Godlewski (2015) investigated the factors influencing debt contract renegotiations between banks and European corporations using the PWP model in the context of corporate loans.

Zhou et al. (2022) employed the Cox analysis to investigate financial difficulty in their situation. In this effort, they have constructed three alternative models, each with its own set of variables, and he hopes to determine, via a single survival model, which elements most explain financial suffering. These Cox models are not comparable to other survival machine learning algorithms.

3. Empirical Analysis

In this section, we present the empirical analysis of the risk of bank failure in the United States. We analyze all 564 bank failures that occurred between 2001 and April 2023, as reported in the "Bank Failures in Brief - Summary 2001 through 2023" by the Federal Deposit Insurance Corporation (FDIC). The study of bank failures is of great
importance in finance and economics, as it has significant implications for financial stability and the broader economy. In this section, we describe the models used in our analysis, the data source, and the evaluation metrics.

3.1. Models

3.1.1. Cox Proportional Hazards Model (coxph)

The Cox proportional hazards model is a widely used semi-parametric model in survival analysis. It assumes that the hazard function can be represented as the product of a time-independent baseline hazard function and a time-varying covariate function. Mathematically, the model can be represented as:

\[ h(t|x) = h_0(t) \exp(\beta^T x) \]

where \( h(t|x) \) is the hazard function for a given time \( t \) and covariate values \( x \), \( h_0(t) \) is the baseline hazard function, \( \beta \) is a vector of regression coefficients, and \( \exp(\beta^T x) \) is the hazard ratio, which represents the change in hazard associated with a unit change in the covariate.

3.1.2. Multi-Task Logistic Regression (MTLR)

Multi-task logistic regression is a machine learning method that can be used for survival analysis. It is a multi-output learning algorithm that can predict the probability of an event occurring at different time points. Mathematically, the model can be represented as:

\[ h(t|x) = \exp\left(\sum_{k=1}^{K} \sum_{j=1}^{P} \beta_{kj} x_{kj}\right) \]

Where \( h(t|x) \) is the hazard rate for an individual with covariates \( x \), \( \beta_{kj} \) are the regression coefficients for the \( k \)th characteristic of the \( j \)th group, and \( x_{kj} \) is the \( k \)th feature of the \( j \)th group.

3.1.3. Kernel Support Vector Machine (Kernel SVM)

Kernel support vector machines are a popular machine learning method for survival analysis. They can handle non-linear relationships between covariates and outcomes by projecting the data into a higher-dimensional space using a kernel function. The model can be represented as:

\[ f(x) = \text{sign}(\sum_{i=1}^{n} \alpha_i y_i K(x_i, x) + b) \]

Where \( K(x_i, x) \) is a kernel function that measures the similarity between the feature vectors \( x_i \) and \( x \), \( y_i \) is the class label of the \( i \)th instance, \( \alpha_i \) are the weights of the support vectors and \( b \) is the bias.

3.1.4. Random Survival Forest

Random survival forests are an extension of random forests for survival analysis. They use an ensemble of decision trees to predict the survival function. The model can be represented as:

\[ h(t|x) = \frac{1}{B} \sum_{b=1}^{B} h_b(t|x) \]

Where \( h_b(t|x) \) is the hazard rate for an individual with covariates \( x \) in the \( b \)th decision tree and \( B \) is the number of trees in the random forest.

3.1.5. DeepSurv

DeepSurv is a deep learning model for survival analysis. It uses a neural network with a flexible architecture to predict the survival function. The model can be represented as:
\[ h(t|x) = \exp \left( \sum_{i=1}^{n} \beta_i f_i(x) + g(h_\theta(x)) \right) \]

Where \( h(t|x) \) is the hazard rate for an individual with covariates \( x \), \( \beta_i \) are the regression coefficients for the input features \( f_i(x) \), \( g(\cdot) \) is a non-linear function that transforms the output features and \( h_\theta(x) \) is a neural network with \( \theta \) parameters.

### 3.2. Data

In this analysis, we examine data on all 564 bank failures that occurred between 2001 and April 2023, as reported by the Federal Deposit Insurance Corporation (FDIC) in the "Bank Failures in Brief - Summary 2001 through 2023". The dataset contains information on several variables that may be related to the probability of bank failure. These variables include, asset amount, deposit amount, ADR, deposit level, asset level, inflation rate, short-term interest rates, bank reserves, and GDP growth rate. The database does not contain censored data.

**Asset (Millions):** The amount of assets a bank owns can be a good indicator of its financial strength and ability to withstand a crisis. A bank with a large amount of assets is less likely to fail. **Deposit (Millions):** The amount of deposits of a bank is another indicator of its financial strength, since it represents the confidence of depositors in the bank. A bank with a large number of deposits is less likely to fail.

**ADR:** The level of ADR (loan to deposit ratio) can be a good indicator of a bank’s exposure to credit risk. A bank with a high ADR level could be at higher risk of bankruptcy in a recession or financial crisis. **Deposit Level:** The level of deposits in relation to the size of the bank can be an indicator of the financial strength of the bank. A bank with a high deposit-to-size ratio is less likely to fail.

**Asset Level:** The level of assets in relation to the size of the bank can be an indicator of the financial strength of the bank. A bank with a high asset-to-size ratio is less likely to fail. **Inflation:** The rate of inflation can affect the financial strength of a bank. High inflation can increase the risk of loan defaults, which would increase the probability of bank failure.

**FFRate:** The short-term interest rate set by the Federal Reserve can affect the financial strength of a bank. A high interest rate increases borrowing costs and reduces the number of loans that can be made, which can increase the likelihood of bank failure.

**BanksRes:** Bank reserves are funds that banks hold to cover potential losses on their loans and other assets. The higher a bank’s reserves, the greater its ability to withstand a financial crisis and the lower its probability of failure.

**GDP1pch:** Represents the annual percentage change in the real Gross Domestic Product (GDP) of the United States relative to the previous year. The higher the GDP rate, the greater the bank’s ability to survive based on the operation and health of its activity.

### 3.3. Metrics

#### 3.3.1. C-Index

The C-index (also known as the concordance index or the area under the receiver operating characteristic curve) is a widely used metric in survival analysis and medical research to assess the performance of predictive models that estimate the likelihood of an event occurring over a given time period.

---

1 U.S. Inflation Rate 1960-2023 from World Bank; Federal Funds Effective Rate from FED; Liabilities and Capital: Other Factors Draining Reserve Balances: Reserve Balances with Federal Reserve Banks: Week Average from FED; Real Gross Domestic Product from U.S. Bureau of Economic Analysis.
The C-index is generated using the rankings of anticipated event occurrence probability for each participant in a dataset. It calculates the percentage of pairings of people in whom the person with the higher anticipated probability experienced the event before the person with the lower projected probability. In other words, it assesses a predictive model's capacity to rank people in order of their likelihood of experiencing the event of interest. The C-index scales from 0 to 1, with 0.5 representing random prediction and 1 indicating perfect prediction. In medical research, a C-index value of 0.7 or above is considered satisfactory performance for a prediction model. Here is the formula of non-censored data C-Index.

\[ C\text{-index} = \frac{\sum_{i,j} 1_{T_j < T_i} \cdot 1_{\eta_j > \eta_i} \cdot \delta_j}{\sum_{i,j} 1_{T_j < T_i} \cdot \delta_j} \]

\( \eta_i \), the risk score of a unit i, \( 1_{T_j < T_i} = 0 \) if \( T_j < T_i \) else 0, \( 1_{\eta_j < \eta_i} = 0 \) if \( \eta_j < \eta_i \) else 0, \( \delta_j \), represents whether the value is censored or not.

4. Results

The Kaplan-Meier curve displays the survival probability over time for a group of banks. The x-axis shows the time, and the y-axis displays the survival probability. At the start of the observation period, all banks are assumed to be "alive," represented by the value of 1. Over time, some banks may "die," meaning they fail, and their survival probability decreases.
Figure 3. Kaplan-Meier survival curve broken down by Asset Level (1=low - 3=high).

Source: own elaboration based in FED, Federal Deposit Insurance Corporation, and World Bank.

The table below shows the evolution of the risk of bank failures over time. At time 1.07, there were 395 banks in the sample, and one bank failed. This translates to a survival probability of 0.99747 (i.e., 395 - 1/395). The survival probability at time 4.07 is 0.99494, indicating that two more banks have failed since the first observation.

The survival probability decreases as time progresses. At time 4.237, 382 banks remained in the sample, with 13 banks having failed over the observation period. The survival probability at that time was 0.96456. This means that the risk of bank failures increased from 1.07 to 4.237. After that time, the survival probability continued to decrease rapidly, suggesting that there was an increase in the risk of bank failures during that period.

Table 1. Kaplan-Meier survival probabilities (survival) at different time points.

<table>
<thead>
<tr>
<th>time</th>
<th>n.risk</th>
<th>n.event</th>
<th>survival</th>
<th>std.error</th>
<th>lower 95% CI</th>
<th>upper 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>381</td>
<td>14</td>
<td>0.9646</td>
<td>0.00930</td>
<td>0.9465</td>
<td>0.9830</td>
</tr>
<tr>
<td>100</td>
<td>353</td>
<td>30</td>
<td>0.8886</td>
<td>0.01583</td>
<td>0.8581</td>
<td>0.9202</td>
</tr>
<tr>
<td>120</td>
<td>158</td>
<td>193</td>
<td>0.4000</td>
<td>0.02465</td>
<td>0.3545</td>
<td>0.4514</td>
</tr>
<tr>
<td>150</td>
<td>41</td>
<td>117</td>
<td>0.1038</td>
<td>0.01535</td>
<td>0.0777</td>
<td>0.1387</td>
</tr>
<tr>
<td>180</td>
<td>16</td>
<td>25</td>
<td>0.0405</td>
<td>0.00992</td>
<td>0.0251</td>
<td>0.0655</td>
</tr>
<tr>
<td>230</td>
<td>5</td>
<td>11</td>
<td>.0127</td>
<td>0.00562</td>
<td>0.0053</td>
<td>.0302</td>
</tr>
</tbody>
</table>

Source: own elaboration based in FED, Federal Deposit Insurance Corporation, and World Bank.

Between 120 and 150 days, there is a significant drop in the survival probability from 0.4000 to 0.1038. This indicates a much higher risk of failure during this time period. This drop in survival probability could be indicative of some event or factor that increases the risk of failure during this time.

It’s important to note that the analysis does not provide any insight into the cause of the bank failures, and further investigation would be necessary to determine the reasons behind the increase in the risk of bank failures.

4.1. Model comparison

The paper analyzed the performance of different machine learning survival models in predicting bank failures using a set of relevant variables. This procedure divided the dataset into a training set and a testing set for machine learning design. The code randomly selects 70% of the rows from the data frame df and assigns them to data.train. The train_index variable stores the numeric row indices of data.train. The remaining rows, which constitute 30% of the original data, are assigned to data.test. This separation allows for training a model on the training set and evaluating its performance on the testing set to assess its effectiveness and generalization capabilities. The concordance index (C-index) was used to compare the predictive power of different models.
According to the results presented in the paper, the model with the highest C-index value of 0.985 was the DepSurv model, indicating that it performed the best in predicting bank failures using the selected variables. The RendForest model had the second-highest C-index value of 0.798, followed by MTLR with a C-index of 0.741. The Cox model had a C-index of 0.666, while the KarnelSVM model had the lowest C-index of 0.571.

These results suggest that the DepSurv model was the most effective in predicting bank failures, followed by the RendForest and MTLR models. This information is valuable for banks and regulatory agencies in predicting the likelihood of bank failures and taking necessary actions to mitigate the risks.

The variables analyzed in the study, including asset amount, deposit amount, ADR, deposit level, asset level, inflation rate, short-term interest rates, bank reserves, and GDP growth rate, can provide insights into the factors that contribute to bank failures. By understanding these variables, banks and regulatory agencies can take measures to reduce the likelihood of bank failures.

These results highlight the potential of ensemble machine learning survival models in predicting bank failures and provides insights into the factors that contribute to these failures. This information can be used to improve the stability of the banking system and reduce the risk of financial crises.

4.2. Economic perspective

4.2.1. Matrix Analysis

The relative weights matrix, that is represented in the figure below, can be useful in understanding how regulators and analysts assess a bank's risk of failure and which factors they consider most important at different times. However, it is also important to note that these weights may change over time as markets and the economy evolve, and that different regulators and analysts may have slightly different approaches to assessing bankruptcy risk.

In this analysis, it can be seen that at the beginning of the weighting matrix, a relatively high weight is given to the “FFRate” because interest rate fluctuations can have a large impact on a bank's income and expenses, especially in terms of loans and deposits. Also, interest rate changes can signal changes in the broader economy, which can affect the financial health of banks.
However, as time progresses in the weight matrix, it is observed that the "FFRate" loses weight compared to other variables, such as "Inflation" and "BanksRes". This may be due to a number of factors, including the increasing importance of other risk factors such as inflation and a bank’s ability to maintain adequate reserves. It may also reflect a heightened awareness on the part of regulators and analysts that the interest rate alone is not enough to assess a bank’s risk of failure and that multiple factors need to be considered.

At the end, the weight matrix suggests that the size of a bank’s assets and deposits are important factors in reducing the probability of bankruptcy, while a high level of indebtedness and low level of reserves increase the probability of bankruptcy. In addition, inflation appears to be a protective factor against bank failures.

4.2.2. 2008 Financial Crisis

It is interesting to note that during the period from 100 to 150, which coincided with the 2008 financial crisis, the survival rate of banks ranged from 0.88861 to 0.10380. This suggests that the financial crisis had a significant impact on the ability of banks to consolidate solvent.

Furthermore, it is important to note that the survival rate continued to decline after the crisis period, albeit at a slower rate. This could be indicative of the aftermath of the crisis, such as the economic downturn that followed and its lingering effects on the economy and the banking sector. Overall, these results underline the importance of considering the economic context and external events when analyzing the financial health of banks.

We can combine the information from the survival table and the weights matrix to better understand the variables that emerge from failure after period 150. From the survival table, we can see that the survival of banks decreases significantly after period 150. This may be indicative that the variables that have a greater weight in the weight matrix after period 150 have a greater impact on bank failures.

In the weight’s matrix, we can see that the variables "BanksRes" and "Inflation" have a relatively high weight after the 150 period. This suggests that these variables may be more important in predicting bank failures after the financial crisis of 2008. Post-crisis, regulators may have placed more emphasis on the importance of adequate capital buffers and the ability of banks to stabilize solvents in an environment of rising inflation. Therefore, these factors may have been more important in predicting bank failures in the post-crisis period.

4.2.3. If we include the data from GDP1pch

2 Inflation could help banks generate more income on the same assets, increasing their ability to maintain adequate reserves and avoid bankruptcy. However, it is important to note that excessive inflation can also be detrimental to banks and the economy in general.
The variables with the greatest weight in predicting bank failure are Asset (Millions), ADR, Deposit Level and Deposit (Millions), in that order, all of them with negative weights, which means that as these variables increase, the probability of bank failure decreases.

GDP1pch variable has the lowest weight of all, but it is also negative, which suggests that a decrease in economic growth increases the probability of bank failure. The other variables with negative weights are Inflation, FFRate, and BanksRes, indicating that high inflation, high interest rate, and low bank reserve also increase the probability of bank failure.

As for the Asset Level and Deposit Level variables, although they have positive weights, their weights are very low compared to other variables, so their effect in predicting bank failure is probably limited.

In summary, the results showed that banks with lower assets, lower deposit levels, high inflation rates, high interest rates, low bank reserves, and low economic growth are more likely to fail.

5. Conclusion

The risk evolution over time was used to analyze bank failures, and it demonstrated a substantial decline in survival probability between particularly between 120 and 150 months, coinciding with the years 2009, 2010 and 2011. After the global financial crisis, which originated in the US.

According to the relative weights matrix study, interest rate changes, inflation, bank reserves, and the amount of assets and deposits were all critical variables in determining a bank's risk of failure. It is worth noting that during the 2008 financial crisis, the survival rate of banks declined dramatically, implying a severe effect on their capacity to stay viable. The data offered in this research may be utilized to enhance banking system stability and lessen the likelihood of financial crises.

When several machine learning survival models were compared in forecasting time to bank failures using a collection of relevant characteristics, the DepSurv model was found to be the most successful, followed by the RendForest and MTLR models. The study's variables, which included asset amount, deposit amount, ADR, deposit level, asset level, inflation rate, short-term interest rates, bank reserves, and GDP growth rate, may give insight into the causes that lead to bank failures. Banks and regulatory bodies may lower the chance of bank failures by knowing these characteristics.

The initial high weight allocated to the "FFRate" variable in the weight matrix is one striking discovery. This highlights the substantial influence that interest rate swings have on a bank's revenue and costs, notably in terms of loans and deposits. Furthermore, fluctuations in interest rates may serve as indications of larger economic movements, which can have an impact on banks' financial stability.

However, as the study goes through the weight matrix, the weight allocated to "FFRate" decreases in comparison to other factors like as "Inflation" and "BanksRes." This trend might be linked to a number of causes, including the growing prominence of other risk variables such as inflation and a bank's capacity to keep enough reserves. It also implies that regulators and analysts are more aware that measuring a bank's risk of collapse needs taking into account many elements rather than relying just on interest rates.

The research suggests at the conclusion of the weight matrix that the size of a bank's assets and deposits has a critical impact in minimizing the likelihood of bankruptcy. A high degree of indebtedness and minimal reserves, on the other hand, enhance the chance of failure. Furthermore, inflation appears as a protective factor against bank failures, emphasizing its significance in financial stability.

The research makes an important insight about the 2008 financial crisis. During this time period, which spanned from 100 to 150 years, the survival rate of banks ranged from 0.88861 to 0.10380. This demonstrates the significant effect of the crisis on banks' capacity to remain solvent. It is worth noting that the rate of survival continued to fall following the crisis, but at a reduced pace. This reduction may be symptomatic of the continuing
impacts of the economic slump that followed the crisis, indicating that external events continue to have an impact on the banking industry.

When the insights from the survival table and the weight matrix are combined, it is possible to have a clearer understanding of the elements that contribute to failure beyond period 150. The survival table shows a considerable decline in bank survival throughout this time period, indicating that factors with higher weights in the weight matrix had a stronger influence. The weight matrix, in particular, emphasizes the unusually large weights allocated to "BanksRes" and "Inflation" after the 150th period. In the post-2008 financial crisis environment, these indicators may be increasingly crucial in forecasting bank failures. During this period, regulators may have put a greater focus on the need of appropriate capital buffers and banks' capacity to retain solvency in the face of growing inflation.

One restriction of our research is the possibility of aberrant activities in the investigated banks, as well as a lack of control over their management. Our research is based on Federal Deposit Insurance Corporation (FDIC) official figures, which may not give precise information on particular banks with skewed accounting indications or aberrant activities. We do not have direct access as researchers to establish the degree of irregular activity inside the studied banks. This issue is inherent in dealing with publicly accessible data sources and might limit our investigation. We will specifically acknowledge this issue in the updated text, highlighting the necessity of taking this element into account when interpreting our results. By recognizing this restriction, we want to retain openness and provide readers a thorough knowledge of the limits imposed by the data sources used in our study.

Based on the prior analysis's findings, below are some suggested next steps for additional research. Some are as follows.

Extend the study to include a wider sample of banks or financial institutions, as well as a longer time span of observation. This might lead to a better understanding of the elements that contribute to bank failures and increase the prediction models’ accuracy.

Consider using information on the banks’ management practices, corporate governance, or social responsibility efforts as additional data sources or variables in the research. This might give a more comprehensive perspective of the variables influencing bank failures and a more sophisticated understanding of the link between these factors and bankruptcy risk.
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